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Abstract

In this note, we present a new set of equations describing the motion of a free surface
of a moving domain of infinite depth without surface tension. This system consists of two
equations: the Bernoulli equation projected on the free surface and the evolution equation
of the boundary. It turns out that the new system is the viscous version of the water wave
equations and the dissipation terms are generated by following reasons;

(i) By assuming that the viscosity coefficient is sufficiently small, we can ignore the
vortical part of the velocity field at the boundary. Then, the the pressure at the
boundary only contains the potential part of the velocity field which is dissipative
due to the fact that the potential is harmonic.

(ii) Conversely, we keep the vortical part of the velocity field in the equation of the
boundary. This term generates the dissipation due to the dissipative nature of the
linear vorticity equation.

We will show that there exists a unique, global-in-time solution to this new system of
equations with small initial data in Sobolev spaces. However, the rigorous justification of
this model cannot be provided here.

1 Introduction

In this note, we study a viscous free boundary value problem without surface tension. The
incompressible Navier-Stokes equations describe the evolution of the velocity field in the fluid
body;

v+v-Vo—pAv+Vp=0 in (1.1a)
V-o=0 in € (1.1b)

where ; = {(z,y,2) : z < n(z,y,t)} is a moving domain of infinite depth with the free boundary
Sp={(z,y,2) : z=n(x,y,t)}. uis the constant of viscosity and we assume that p is sufficiently
small. That is, we deal with the weakly dissipative system.

At the free boundary z = n(z,y,t), we have three boundary conditions.
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(1) The kinematic condition: We represent the free boundary by z — n(z,y,t) = 0. Since
(0r +v - V) is tangential to the boundary, (0; +v - V)(z —n(x,y,t)) = 0. Therefore,

N = v3 — V101 — V20, 7). (1.2)

(2) The shear stress boundary condition:
(t-Vv-n+n-Vo-t)=0, (1.3)

~. . A _ ; . o .
where ¢ is any tangential vector on the boundary and n = \/W( 0yn, —0yn, 1) is the

outgoing unit normal vector on the boundary.

(3) The normal force balance:
pri = (Vi + vja)ng + gnni, (1.4)
where ¢ is the gravitational constant which for simplicity we set g = 1.

The aim of this note is to introduce a new set of equations describing the motion of the
fluid only in terms of the potential part of the velocity field and 7, not dealing with the full
Navier-Stokes equations. More precisely, we would like to derive the equations of ¥ (x,y,t) =
o(z,y,m(x,y,t,),t) and n. Here, ¢ is the potential part of the velocity field

v=V x A+ V.

As one can see in Section 2, it is easy to derive the linear equations on the equilibrium domain.
The main difficulty is to extend these linear equations defined on the equilibrium domain to
nonlinear equations on the original moving domain. We will add nonlinear terms based on the
original equations, but without rigorous justification.

This note consists as follows. In Section 2, we derive the linear equations defined in the
equilibrium domain. This linear system dictates the correct regularity to be imposed to ¢ and
1. In Section 3, we introduce the nonlinear equations by choosing proper nonlinear terms. We
also state the main result of this note at the end of Section 3. In Section 4, we will solve the
model equation, which proves the main result.

2 The Linear equations on the equilibrium domain

2.1 System of equations on the equilibrium domain

In this section, we derive the linearized equations on the equilibrium domain. Since we need to
keep the divergence-free condition of the velocity field to make ¢ harmonic, the transformation
from the moving domain to the equilibrium domain is given by the change of variables in such
a way that the divergence-free condition is preserved ([1]). To this end, we first define a map

0:Q= {(l’,y,Z); —0<z< O} — {(J:’yaz/); —00 < Z/ < T](Z)’J,y,t)}



such that
0(z,y,2,t) = (x,y,0(x,y,t) + 2 (1L + 0(z, y,1))) ,
where 77 is the harmonic extension of 7. In order 6 to be a diffeomorphism, n should be small for

all time. This smallness condition will be achieved by higher energy estimates (Theorem 3.1.)
We define v on 6(2) by

0; ;
= JJ w; = QG;Wy, J=1+ 7_] -+ 6277(1 + Z), (d@)l’] = @91 (21)
Then, v is divergence-free in () if and only if w has the same property in . We now replace
the system of equations of v with that of w. We begin with the first derivatives.

Vi = Qjal(ozikwk), Vit = Qi jWjt + a;jwj + (0_1);)83(ozijwj), (22)

where ¢ = (df)~" and " denotes derivatives in t. Setting ¢ = p o 6, the other three terms in the
Navier-Stokes equations are of the form

Wk G Om (irwi) — 1€k Ok (G O (iwy) ) + CriOkg- (2.3)
Multiplying (2.3) by (ay;)~*, we have the following equations:
wy — pAw + Vg = f(7,v,Vq). (2.4)

The normal boundary condition becomes
qN; — M(Qjaz(oéikwk) + Cmiam(oéjkwk)>Nj =nN;, (2.5)

where N =@ 06. Let Ty = (1,0,8,m), Ty = (0,1,8,n). Taking the inner product to (2.5) with
T1, Ty, and N, we obtain that

p (O:w; + Oiws) = gi(n, w),  q— 2pdzws =1+ gs. (2.6)
Finally, the evolution equation of 1 can be obtained in terms of the new velocity field w on :
n=ws on z=0. (2.7)

In sum, we have the following system of equations on the equilibrium domain:

wy — pAw +Vg=f in € (2.8a)
V-w=0 in £, (2.8b)
w(0.w; + Oyws) =g; on z=0, (2.8¢)
qg=2ud,ws+n+gs on z=0, (2.8d)
n=ws on z=0, (2.8e)

where nonlinear terms are given by
f ~wVn+ VqVuw + V2wVi + ViVyq, ¢ ~ VnVuw + V(VnVn).

In this section, we only concern with the linear part of the system (2.8).
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2.2 The system of the linear equations

The linear part of (2.8) is given by

wy — pAw + Vp =0 inf2, (2.9a)
V-ow=0 inQ, (2.9b)
O,wr + O,ws =0, O,we+0yw3 =0 on z=0, (2.9¢)
q=2ud,ws+n on z=0, (2.9d)
n=ws on z=0. (2.9¢)

To derive new equations in terms of the potential part of the velocity field w and n, we first
decompose the velocity w in the form of the Helmholtz-Leray decomposition:

w=VxA+Ve=(0.0+0,A3 — 0.A3,0,¢ + 0. A1 — 0,A3,0.¢ + 0, Ay — 0,A;).
Then, (A, ¢) satisfies
Ap=0, A —puAA=0, ¢ +q=0. (2.10)

We now derive the equation of ¢ = ¢|,—o and 7. These new equations are in fact derived in
[3] and for reader’s convenience we provide details here. To this end, we take the space-time
Fourier transform ~ to the first two equations in (2.10). By denoting s the dual variable in time
and & = (&1, &) the dual variable of (z,y), we have

0..0 — |€P0 =0, sA=pud..A— u|¢fA.
By taking the space-time Fourier transform to the shear stress conditions (2.9¢), we have

(2i610:6 — €142 + E16a1 + i60.A; — 0.7

=0 2.11
=0 (2.11a)

= 0. (2.11D)

z=0

(22'52@ - 51521/4\2 + 5221/4\1 + azszl - i&@)

We now remove 8/2;4\3 by & x(2.11a) + &x (2.11b). Then,

(20161220 + (&2 + 0.0) (s — 675

z=0

Since sA = 0., A — p|¢|*A, we finally have

2ulé? —
Y -y

(iedi —igdy) | =—- P TIE

(2.12)

z:(].

We now take the space-time Fourier transform to the equation of n: n, = v3 = J3¢+0; Ay — 0, A;.
Then,

57 = 0.6 (2.13)

. + (Zfé;h - ZflA\2>

z= z=0
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By (2.12) and (2.13),

1 —

e ————0.0

3 = —2|¢1%n 2.14
T 67 (2.14)

2=0

o (e -ia i)

z=

which implies that

= 0:0|,_, + 20l (2.15)

Since A¢p = 0,
0.6|__, = AV,

where A is the Fourier multiplier whose symbol is |£] = /&2 + £3. Therefore, the equation of 7
is given by

ne — 2uAn + Ay = 0. (2.16)

To obtain the equation of v, we write the pressure at the boundary as

q=2pwsz+mn= Q,Uazzéb‘zzo +2010,(01 Ay — 82A1)|Z:0 + 1.
Since
L~ L~ _ 2ulé]* =~ 2
2,uaz (ZflAQ - Z§2A1> 0 == —2u8z (m&ng 0 = O(/L ) (217)
for small u, we approximate ¢ as
g~ 2p0..0| _,+n=—2ulY +1, (2.18)

where we use the fact A¢ = 0 to derive the dissipative term in the right-hand side. Therefore,
the equation of ¢ becomes

Yy — 2 +n = 0. (2.19)
In sum, we have the following system of equations

ne — 2puAn — Ay =0, (2.20a)
Yy — 2uAp +1 =0 (2.20D)

at the surface z = 0. We note that the sources of the dissipation terms are different; the
dissipation of ¢ comes from the fact that ¢ is harmonic, while n is dissipative due to the
dissipative nature of the linear vorticity equation.

To determine regularity of ¢ and 7, we represent them by using the space Fourier transform.

(), = (7 sl ) (0)



The matrix )
A= ( _2ﬂ|£| |§| )
-1 —2ul¢l?

A= =2ul€P + i€l N = —2ulé)? — i€

with the corresponding eigenvectors

er = (iVIEL 1), e = (—iv/]€[,1)

has two eigenvalues

respectively. Denoting

Q= ( _i\/m Z\/E >
1 1 ’
we can express the solution n and v as
o) = e ) ()
<w<t> Lo e O

= Y (&) (L Zve) ()
2i\/J¢] 1 1 0 e J\ =1 —i/Igl ) \4o

_ ! (<e“+ek2t>i\/@%+<e“—ek2t)lfl%)

2i/[€] \ (—eMt + eret) g + (et 4 er2t)iy/|€] 1o '

Therefore, . ) e
7(t) = e 2 cos(\/J¢[ ) + e 2 sin(/[€]t) v/ [€ v

and

D(t) = ewﬁl%%% + e 2P cos(\/[€]t) .

This representation indicates 1 ~ VAY.

3 The nonlinear equations

In this section, we perform the nonlinear extension of the equations (2.20). First, we note that A
is the linear part of the Dirichlet-Neumann operator G(n). Therefore, we replace Ay by G(n)
so that the evolution equation of the boundary becomes

n — 2MA77 = G(UW; w(xv y7t) = (]5(37, y,?](ll?, y7t)7t)'

Next, we determine the equation of ). We note that from the Helmholtz-Leray decomposition
of v,

v=u+Vop=VxA+Vop



we can rewrite the Navier-Stokes equations as
1
w— pAu+V- - (u®@ut+u®Ve+VoRu)+V <¢t+§\v¢]2+p> = 0.

Therefore, 1|V ¢|? is the our choice for the nonlinear term in the equation of . Since

1 1 1
ZIVol2l =2 VP —— (G Vn - V)2
the nonlinear equation of ¢ becomes
1 1
— 2uA = —= 2y ———— (G . 2 3.1
Therefore, the nonlinear version of (2.20) is
me — 2pAn = G(n)y, (3.2a)
1
— 2uA = —= 2y —— — (G . 2. 3.2b

We note that this equations are exactly the viscous version of the water wave equations ([1]).
As noted above, the linear part of G(n) is A. To show (G(n)y — Avy) is quadratic, we expand

G(n) as
G(n)=> G

>0
Then, by taking the first two terms we have -
G(n) ~ A+ V- Vn.
(See [2].) Therefore, the new equation of 7 is
Ny — 2ulAn — A = Vi - Vn. (3.3)
In sum, the desired system of equations is of the form

ne — 2pAn — Ay = Vi) - Vn, (3.4a)

=20+ = 5 VP + e (G + V- V) (3.4)

Before showing that (3.4) has a global solution, we first express the solution as integral form.
Let

_ _ 1 1 V)2

By the Duhamel’s principle, (n,1) can be expressed as an integral form:

(ﬁ(t)) 1 ((e“+ek2t>z’\/@%+<e*”—ek2t>|£|%)
O] 2i/JE \ (et + )i + (et + )iy /[E[ o
+/t;(<€/\1(t—s)+6A2(t—s))i\/EF\(8)+(6A1(t—s) _e)\g(t—s))|€’é\(s>)ds
0 Qi\/m (_eAl(tfs)_|_e/\2(tfs))}/7‘\(s)+(6)\1(1‘/75)_{_e)\g(tfs))z'\/mé(s)
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Then,
i(t) = e 2P cos(\/I€[t) o + e~ 24 sin(\/[€[t) /[ vo
+ / e 2HEP(=9) cog(\/[€](t — $))F(s)ds + / e e =) sin(+/[€](t — $))V/[€]G(s)ds,
0 0

€eb(t) = e 2 sin(\/[€[t)i + e cos(/[E]t)V/[€] o
- /0 e - sin(v/[€](t — ) F(s)ds + /0 e - cos(v/[€](t — ))V/1€]G(s)ds.
Therefore, n ~ /A as for the linear equations. From this relation, we introduce a new variable
X =n+ivVAy.
Since n = X%X, ivVAYp = Xf)_(, we have
F ~ (V)(VY) ~ (VX)(VEX), VAG ~ VA(Vn)(V2) ~ (V2X)? + (VX)(VZX).
Therefore, the solvability of (3.4) is equivalent to solve the following model equation:
X, —2AX = (VX)(V2X) + (V2X)? + (VX)(V2X) (3.5)

in two dimensions. We will solve this equation in the next Section, which proves the following
result.

Theorem 3.1 Suppose that (nq, \/Kzﬁo) € H® x H® with s > 3. Then, there exists a global in
time solution (1, VAY) of (3.3) such that

n, VA € LXH* N L2H

provided that initial data are sufficiently small in H*.

4 Solvability of (3.5)

In this section, we only provide a priori estimates and thus skip the iteration step. We begin
with the L? estimate.

d 1 3
EHXH%z + VX172 S I X V2 X 2| VX | 22 + | X |2 [ V2 X |72

(4.1)
F X o VX | 2] VX || 2.
We now do the derivative estimates. For s > 3,
d
VX + VX
SIVEX | 1o [ VEX [ 22| VX | 2+ [ VX 2o | V572 X || 12| VoL X 12 (4.2)

V2 X || e [| Vo2 X 2 | VEFLX |12 4 [[V2X oo [ VX 2.
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Since s > 3,
IV X || S 11X

HS

for [ < 2 in two dimensions. Therefore,

he + VXl S 11X - (4.3)

VX]|

we +[1X]

VX]|

2
Hs Hs

d
—| X
Z1x|

This completes the proof of Theorem 3.1.
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